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Abstract

A comparative theoretical and experimental study of dispersive optical activity

is presented for a set of small, rigid organic molecules in gas and solution

phases. Target species were chosen to facilitate wavelength‐resolved measure-

ments of specific rotation in rarefied vapors and in organic solvents having dif-

ferent polarities, while avoiding complications due to conformational flexibility.

Calculations were performed with two density functionals (B3LYP and CAM‐

B3LYP) and with the coupled‐cluster singles and doubles (CCSD) ansatz, and

solvent effects were included through use of the polarizable continuum model

(PCM). Across the various theoretical methods surveyed, CCSD with the mod-

ified velocity gauge provided the best overall performance for both isolated and

solvated conditions. Zero‐point vibrational corrections to equilibrium calcula-

tions of chiroptical response tended to improve agreement with gas‐phase

experiments, but the quality of performance realized for solutions varied mark-

edly. Direct comparison of measured and predicted specific‐rotation suggests

that PCM, in general, is not able to reproduce attendant solvent shifts (neither

between gas and solution phases nor among solvents) and fares better in esti-

mating actual medium‐dependent values of this property (although the error

is rather system dependent). Thus, more elaborate solvation models seem nec-

essary for a proper theoretical description of solvation in dispersive optical

activity.
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1 | INTRODUCTION

The study of chiroptical properties has been of great
importance since the discovery of optical activity in
crystals by Arago (1811) and Biot (1812), with continu-
ing interest being due, in part, to the pervasive nature
of chiral species in biochemical science and the pharma-
ceutical industry.1 Since the specific optical rotation,
wileyonlinelibrary.com/journa
α½ �Tλ (at wavelength λ and temperature T), of chiral
molecules is tied closely to their absolute stereochemical
configuration, which, in turn, often determines their
pharmacological activity, ab initio studies of this funda-
mental quantity have become increasingly popular as
they can provide direct access to a key structure‐property
correlation. Beginning with the work of Polavarapu in
1997 at the Hartree‐Fock level of theory, quantum‐
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FIGURE 1 The set of chiral molecules targeted by the present study
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chemical calculations of specific rotation have been
extended to density functional theory (DFT) and to
coupled cluster theory (CC).2-15

Although the aforementioned theoretical approaches
successfully have aided in the characterization of chiral
molecules and their interactions, open questions remain.
One key issue is the ability to reproduce the effects of sol-
vation on observed specific‐rotation values. The work of
the Vaccaro group on the measurement of dispersive chi-
roptical signatures in the vapor phase by means of cavity
ring‐down polarimetry (CRDP) has revealed unexpectedly

large changes in the magnitude and even the sign of α½ �Tλ
upon transferring chiral species from the vacuum to the
condensed phase.16-22 Despite extensive efforts, such large
effects have eluded a robust theoretical characterization.

Several theoretical methods to approximate the effects

of solvent upon α½ �Tλ have been reported. By combining
continuum solvation models and molecular dynamics
simulations, Mukhopadhyay et al. managed to obtain
qualitative agreement with experimental data acquired
for a simple chiral test molecule, methyloxirane. Their
analyses showed that the optical rotation in water was
dominated by the solute contribution, while the dissym-
metric first solvation shell formed in a benzene solvent
contributed nearly as much to the specific rotation as
the solute itself.23,24 Kundrat et al. utilized molecular
dynamics simulations to evaluate specific rotations for a
series of amino acids. These authors used explicit point
charges to approximate solvent molecules in quantum‐

mechanical calculations created from classical‐dynamics
snapshots and compared emerging results to those
obtained from a continuum‐solvation model. They attrib-
uted the poorer performance of the explicit solvation

approach in reproducing the experimental α½ �Tλ values to
shortcomings of DFT.25,26 Crawford and co‐workers17

applied CC calculations for the solute with frozen‐density
embedding potentials for the solvent, but this approach
was not sufficient to reproduce the solvation effect on spe-
cific rotation correctly, despite previous success with elec-
tronic absorption spectra. Haghdani et al27 used a
microsolvation‐plus‐continuum scheme to calculate spe-
cific rotation in solution but concluded that further devel-
opments were needed to quantitatively predict solvation
effects. Other work has entailed use of polarizable force
fields to describe the solvent, which showed promise for
describing the change in sign of methyloxirane rotation
observed in solution phases.28 However, these approaches
were unable to account consistently and generally for sol-
vation effects on specific rotation, and they also required
considerable computational effort as they all are based

on multiple α½ �Tλ evaluations for tens or hundreds of snap-
shots derived from molecular dynamics simulations.
Another approach to describe solvation effects is based
on continuum models, where the atomistic representation
of the solvent is replaced by a continuous, polarizable
medium. These methods provide considerable computa-
tional savings as they avoid the need for conformational
sampling. One of the most widely used schemes is the
polarizable continuum model (PCM) developed by
Tomasi and co‐workers.29-32 Indeed, preliminary DFT‐
PCM studies have shown some success in reproducing

solvent effects on α½ �Tλ , suggesting that this may be an effi-
cient scheme for predicting specific optical rotation in the
condensed phase.33-35 Recent efforts combining the linear
response‐CC (LR‐CC) approach and PCM also have pro-
vided some encouraging results.36 The present contribu-
tion systematically investigates the ability of PCM to
reproduce solvent effects on the dispersive chiroptical
properties exhibited by a series of conformationally rigid
chiral molecules and affords a thorough comparison of
calculated and experimental values of specific optical
rotation across multiple wavelengths and phases (viz., in
the vapor phase and in various solvents possessing dis-
tinct polarities). In contrast to recent studies focusing on
anomalously large rotatory powers imbued by the action
of inherently dissymmetric chromophores, the ensuing
analyses have addressed the more typical case of modest
optical activities resulting from localized stereogenic ele-
ments that are perturbed asymmetrically by the surround-
ing chemical environment.37,38 Zero‐point vibrational
corrections (ZPVCs) also are evaluated in the gas and
solution phases, as they have been shown to be capable
of significantly modifying the purely electronic response,
and may be a dominating factor in the temperature
dependance of the specific rotation.39-42

Measurements and calculations of specific rotation in
both gas and solution phases are presented for a set of
four molecules: (R)‐α‐pinene (1), (S)‐3‐carene (2), (R)‐cis‐
pinane (3), and (S)‐2‐chloropropionitrile (4), the struc-
tures of which are shown in Figure 1. These compounds
were chosen for their volatility and relative magnitude
of rotation (which facilitate measurements in the vapor
phase), for their solubility in organic solvents, and for
their conformational rigidity (which avoids contributions
from several isomers that would complicate comparisons
between theory and experiment). The solvents selected



TABLE 1 Solvents used in this work, and their optical (ε∞) and
static (ε0) dielectric constants

Solvent ε∞ εo
Acetonitrile (ACN) 1.81 35.7

Methanol (MOH) 1.77 32.6

Chloroform (CHL) 2.09 4.7

Dibutyl Ether (DBE) 1.96 3.0

Benzene (BNZ) 2.25 2.3

Cyclohexane (CYH) 2.04 2.0

AHARON ET AL. 3
for the present study are listed in Table 1, along with their
static (ε0) and optical (ε∞) dielectric constants, which are
the main parameters used in the PCM treatment of
solvation.
2 | MATERIALS AND METHODS

2.1 | Theory and computational details

Calculations of α½ �Tλ , expressed in deg dm−1 (g/mL)−1, are
reported, with the equilibrium values of these quantities
(vide infra) being evaluated as:

α½ �λ ¼
1:92·1014π2NAa40

Mλ2
Tr G′

� �
; (1)

where NA is the Avogadro constant, a0 is the Bohr radius
in cm, λ is the wavelength of the incident light in nm, and
M is the molecular weight of the chiral molecule in g/mol.
Here G′ is the mixed electric dipole‐magnetic dipole
polarizability tensor, or Rosenfeld tensor, which is com-
puted by using standard linear‐response techniques.43-46

Zero‐point vibrational corrections (ZPVCs) are evaluated
by using a Taylor‐series expansion of the specific rotation
about the equilibrium geometry of the molecule:

α½ �Tλ≈ α½ �eqλ þ 1
2

∑
3N−6

i¼1

∂2 α½ �eqλ
∂Qi

2 Δxii2T ;
�

(2)

where α½ �eqλ is the specific rotation at the equilibrium
geometry as defined by Equation 1. This expansion
neglects the first derivative of specific rotation with
respect to the normal modes;41 however, computation of
this missing term also requires the evaluation of cubic
force constants, which was deemed too demanding in
the context of the present work. Therefore, the ZPVCs in
Equation 2 are limited to quadratic terms as this should
be sufficient for a semiquantitative discussion of the
results. The sum in Equation 2 runs over the harmonic
vibrational degrees of freedom of the molecule, with the
square of the average thermal displacement along the
ith normal mode, ⟨Δxi⟩T, being given by:
Δxih i2T ¼ 16:8576eνi
� �

coth
0:719384eνi

T
; (3)

where eνi is the fundamental wavenumber (in cm−1) for
the ith vibrational displacement.40 Only corrections at
0K are considered, as this again is enough for a
semiquantitative discussion. The second derivative of the
specific rotation in Equation 2 is approximated as:

∂2 α½ �eqλ
∂Qi

2 ≈
α½ �þδi

λ −2 α½ �eqλ þ α½ �−δiλ

δ2i
: (4)

Here the mass‐weighted displacement δi is obtained
by normal‐mode scaling:

δi ¼ Qisffiffiffiffieνip ; (5)

where s = 0.1 follows from the recommendation of
Crawford and coworkers, and the square root of the vibra-
tional frequency in the denominator (in analogy to the
average displacement in Equation 3) is introduced to pro-
duce larger displacements for soft modes.47

All calculations were performed with a development
version of the GAUSSIAN suite of programs.48 Optimized
geometries obtained by applying the B3LYP/aug‐cc‐pVTZ
model chemistry in each respective medium (i.e., gas
phase and solution phase) were used for specific‐rotation
calculations with all other levels of theory to avoid geo-

metrical effects. The α½ �Tλ calculations were performed
with the aug‐cc‐pVDZ basis set, which offers a good com-
promise between computational accuracy and cost, at the
following levels of theory: B3LYP, CAM‐B3LYP, and
coupled‐cluster singles and doubles (CCSD).49-57 The
DFT methods exploited the length gauge with gauge‐
including atomic orbitals to remove origin depen-
dence.14,58,59 Since gauge‐including atomic orbitals can-
not be used with standard CCSD, calculations are
reported for the modified velocity gauge (MVG, origin
independent) and the length gauge (LG, origin depen-
dent) because the latter has shown better convergence
with basis‐set size.12 All ZPVC calculations were per-
formed with B3LYP, and the results were added to the

equilibrium α½ �Tλ values computed at other levels of theory.
Calculations in solution used the symmetric integral

equation formalism version of PCM (but denoted as
“PCM” in the following text).60 In this model, the solvent
is represented by a continuous and polarizable medium
where a cavity of proper molecular shape hosts the solute.
The solute‐solvent electrostatic interaction is introduced
through an effective term in the Hamiltonian, which
depends on the macroscopic static dielectric constant, ε0.
PCM also can be used to introduce solvent effects on
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frequency‐dependent molecular properties such as the
specific rotation.29,32 These calculations are performed
in the nonequilibrium regime, which assumes that the
solvent molecules and nuclei are too slow to respond to
changes in the solute electron density and are kept fixed
(i.e., the inertial response), while the solvent electrons
respond instantaneously (i.e., the dynamic response).
The latter enters the solute linear‐response equations
used to evaluate the Rosenfeld tensor, and the PCM term
now depends on the optical dielectric constant of the sol-
vent, ε∞ (i.e., the square of the refractive index). The cav-
ity is built as a series of interlocking spheres centered on
the solute nuclei and the radii are parameterized. Based
on preliminary tests, cavities were built with Bondi radii
and a scaling factor of 1.2 (viz., RC = 1.7 Å, RH = 1.2 Å,
RN = 1.55 Å, and RCl = 1.75 Å). Added spheres have been
used for the specific rotation calculations to avoid
unphysical solvent pockets. Zero‐point vibrational correc-
tion calculations were performed by maintaining the cav-
ity fixed during numerical differentiation (cf. Equation 4),
as initial tests showed numerical instabilities when the
cavity was moved during the geometry displacements.
3 | EXPERIMENTAL DETAILS

Experimental values of specific optical rotation, α½ �Tλ in
deg dm−1 (g/ml)−1, at incident wavelength λ and near‐
ambient temperature T were obtained, in part, from
published CRDP studies, which gave requisite intrinsic
(vapor‐phase) chiroptical properties for (R)‐α‐pinene
(1),18 (S)‐3‐carene(2),22 (R)‐cis‐pinane (3),18 and (S)‐2‐
chloropropionitrile21 (4) at λ = 355 nm and λ = 633 nm.
Complementary solvated quantities for 4 were
acquired from the same source, while new solution‐phase
measurements were performed for other targeted
species.21

Samples of 1, 2, and 3 were procured from a commer-
cial source (Sigma‐Aldrich) and used without further
processing at their specified purities of 99%, 99%, and
98.5%. While 1 was stated by the manufacturer to have a
percentage enantiomeric excess (%ee) of 97%, neat optical
rotation measurements for 2 at the sodium D‐Line
(589.3 nm) suggested >97% ee when compared to
previously published metrics and chiral GC‐MS analyses
of 3 (based on a Sigma‐Aldrich B‐DM column; 40 m
length x 0.25 mm diameter) indicated >95% ee.22 As such,

explicit corrections of measured α½ �Tλ parameters for enan-
tiomeric and chemical purity were deemed to be
unnecessary.

Solution‐phase studies of dispersive optical activity
were performed in a temperature‐regulated (25 ± 1 °C)
quartz sample cell (10.000 ± 0.005 cm length) by utilizing
a commercial polarimeter (Perkin‐Elmer 241; ±0.002°
angular accuracy) that operated at discrete visible/ultravi-
olet excitation wavelengths filtered from NaI and HgI
atomic‐emission lamps (viz., 365.02, 436.83, 546.07,
578.39, and 589.30 nm). Each measurement was repeated
at least twice with a substantial integration time (20 s)
being used to ensure reproducibility, leading to reported
quantities that represent the average of acquired experi-
mental results. Solvents selected for the present study,
acetonitrile (ACN), methanol (MOH), chloroform
(CHL), di‐n‐butyl ether (DBE), benzene (BNZ) and cyclo-
hexane (CYH), were of spectrometric grade, and solute
concentrations were kept as low as possible (typically
≤10−3 g/mL) to minimize aggregation (solute‐solute)
effects while still retaining high polarimetric precision.

Since intrinsic rotatory powers were restricted to exci-
tation wavelengths that did not overlap with those avail-
able for solution‐phase measurements, solvated results
were extrapolated to their vapor‐phase counterparts by
performing nonlinear least squares regressions based on
the following functional form:

α½ �Tλ ¼ A
2γegλeg

λeg−γeg
� 	2

0
B@

1
CA 2λ2eg λ2−λ2eg−

λλeg
γeg

� 	2

 �

λ−λeg
� �2 þ λλeg

γeg

� 	2

 �

λþ λeg
� �2 þ λλeg

γeg

� 	2

 �

(6)

where A is an overall amplitude factor while λeg and γeg
denote the resonant wavelength and spectral dephasing
linewidth for an isolated electronic transition between
excited state ∣e⟩ and ground state ∣g⟩. For an ∣e⟩↔ ∣ g⟩ res-
onance characterized by dephasing rate Γeg = 1/τ (in s−1),
where τ (in s) denotes the corresponding dephasing time,
the quantity γeg (in m) is related formally through the
speed of light in a vacuum, c, as γeg = 2πc/Γeg = 2πcτ.
Deduced from a full perturbative expansion for attendant
matter‐field interactions, this expression correctly predicts
the vanishing magnitude of specific rotation in the asymp-
totic limit of long wavelengths (λ→∞).16 In view of the 3
adjustable parameters (A, λeg and γeg) in Equation 6,
attempts to utilize this model directly for the least squares
interpolation of vapor‐phase measurements were hin-
dered by the availability of only 2 data points (at 355
and 633 nm). Under such circumstances, the value of A
was constrained to equal that obtained from analyses of
the closest solution‐phase mimic for isolated‐molecule
behavior (often acetonitrile).
4 | RESULTS AND DISCUSSION

The optical‐activity results are presented as a series of
correlation plots between experiment and theory. Two



FIGURE 2 Gas and solution phase plots of α½ �Tλ (in deg dm−1

[g/mL]−1) for (R)‐α‐pinene (1). The solvent acronyms are listed in

Table 1
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quantities of particular interest are considered: the

equilibrium value of the specific rotation, α½ �Tλ , and the

attendant solvation shift, Δ α½ �Tλ , defined by:

Δ α½ �Tλ ¼ α½ �Tλ;solv− α½ �Tλ;gas: (7)

Zero‐point vibrational corrections only are considered

in a second stage because the effects on Δ α½ �Tλ are large
and would complicate the discussion. The aforemen-

tioned α½ �Tλ and Δ α½ �Tλ plots are presented separately for

each molecule and level of theory, with the α½ �Tλ results
(gas and solution phase) for all wavelengths reported on
the same graph. In this way, the performance across vari-
ous media can be assessed readily via visual inspection.
All numerical values are listed in Tables S26–S65 in the
supporting information. Four key wavelengths are exam-
ined in detail by the present study: 355, 436.83, 589.3,
and 633 nm, where 355 and 633 nm are the incident wave-
lengths available for gas‐phase CRDP measurements,
while 436.83 and 589.3 nm are two of the emission lines
used for solution‐phase measurements. Phase‐dependent
values of specific rotation at wavelengths for which
measurements are not available are obtained from the
least squares regression procedure described in section 3
(cf. Equation 6). Experimental findings are reported along
the horizontal axis, while the corresponding calculated
quantities are reported along the vertical axis. In addition,
two linear fits of each dataset have been performed, one
for the gas phase and one for the solution phase (the latter
considering all solvents concurrently).

Figure 2 displays optical‐activity results for compound

1. Experimentally, α½ �Tλ decreases when going from a rare-
fied gaseous medium to the condensed (solution) phase,
except in methanol, for which it increases. The slope of
the CAM‐B3LYP linear fit shows a nearly 1:1 correspon-
dence between theory and experiment for the gas phase,
with experiment being overpredicted for the solution
phase. B3LYP and CCSD‐LG underestimate both gas
and solution phase measurements. Coupled‐cluster sin-
gles and doubles with the modified velocity gauge calcula-

tions predict α½ �Tλ values that are too low in the gas phase
but reproduce solution‐phase measurements rather well.
The trends across solvents obtained from CCSD‐LG and
both DFT methods are contradictory to what is found in
experiments. For instance, the calculated solvent effects
for acetonitrile and chloroform are large, while the exper-
imental shifts are small (measured 355 nm values of 188.2,
186.6, and 188.8 deg dm−1 [g/mL]−1 in gas, ACN, and
CHL). In addition, experiments performed in benzene,
cyclohexane, dibutyl ether, and methanol show a signifi-
cant change, amounting to between 10% and 20% of the
gas phase value (measured 355 nm values of 188.2,
146.3, 152.8, 166.0, and 197.1 deg dm−1 [g/mL]−1 in gas,
BNZ, CYH, DBE, and MOH), while the best predicted
shifts for the same solvents, obtained with PCM and
CCSD‐MVG, range between 5% and 10% (CCSD‐MVG
355 nm values of 157.9, 138.7, 152.8, 143.0, and
168.8 deg dm−1 [g/mL]−1 in gas, BNZ, CYH, DBE, and

MOH). The experimental α½ �Tλ parameters decrease in
magnitude from acetonitrile to benzene in order of
decreasing ε0 and increasing ε∞ (cf. Table 1). In all calcu-
lations, this ranking is maintained for acetonitrile, cyclo-
hexane, and benzene but not for dibutyl ether and
methanol. While the correlation between experimental
and calculated rotatory powers increases linearly with
decreasing wavelength for CCSD and CAM‐B3LYP, the
B3LYP data points deviate markedly from linearity.

For compound 2, Figure 3 reveals large differences
between gas‐phase and solution‐phase results. The corre-
lation plots show very good agreement for gas‐phase rota-
tory powers across all methods, although experimental
values consistently are underestimated. Similarly, the
comparison between theory and experiment for solvated
response is fairly linear across all methods; however, pre-
dicted values generally overestimate observed behavior.
Interestingly, the experimental findings suggest a large

shift in α½ �Tλ between isolated and solvated conditions,
indicating the action of a general “solvation” shift that is
nearly independent of the choice of solvent. The relative
change in magnitude between gas‐phase chiroptical
response and that of the closest‐lying solvent, dibutyl



FIGURE 3 Gas and solution phase plots of α½ �Tλ (deg dm−1 [g/mL]−1)

for (S)‐3‐carene (2). The solvent acronyms are listed in Table 1
FIGURE 4 Gas and solution phase plots of α½ �Tλ (deg dm−1 [g/mL]−1)

for (R)‐cis‐pinane (3). The solvent acronyms are listed in Table 1
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ether, is 5 times greater than the largest difference between
2 solvents (measured 355 nm values of 153.8, 85.5, and
72.1 deg dm−1 [g/mL]−1 in gas, DBE, and CHL). The sign
of this shift is not in keeping with calculations, which

suggest α½ �Tλ to be larger in solution than in the gas phase

(cf. ensuing discussion and α½ �Tλ plots). Experimental sol-
vent trends also are not reproduced, as the medium
with the largest observed rotatory powers, dibutyl ether,

has the smallest predicted α½ �Tλ values (across all methods),
while the opposite behavior is obtained for chloroform.

The calculated and experimental α½ �Tλ parameters
for compound 3 are highlighted in Figure 4. As with the
previous systems, the correlation between theory and
experiment under rarified conditions is quite good, with
DFT showing particularly strong results indicated by a
linear slope near unity. In solution, experimental values
are dispersed in a manner that is not reproduced by the
calculations. The solvent‐induced perturbation is small
in acetonitrile, where the specific rotation is nearly identi-
cal to that of the gas phase, and becomes quite large in
benzene, where the effective shift represents 50% of the
gas‐phase results (measured 355 nm values of 61.9, 61.6,
and 92.1 deg dm−1 [g/mL]−1 in gas, ACN, and BNZ).
Coupled‐cluster singles and doubles with the modified
velocity gauge predicts that the effect of acetonitrile to
be very small and, while the largest change from gas to
any solvent still is obtained with benzene, the magnitude
of this effect is reduced to only 20% (CCSD‐MVG 355 nm
values of 34.7, 36.5, and 40.8 deg dm−1 [g/mL]−1 in gas,
ACN, and BNZ). Density functional theory also predicts
very small shifts with PCM, amounting to only 10% from
gas to benzene in the case of B3LYP (B3LYP 355 nm
values of 63.3 and 69.1 deg dm−1 [g/mL]−1 in gas and
BZN). The largest difference in rotatory powers now is
between two solvents, chloroform and dibutyl ether,
rather than with the gas phase (B3LYP 355 nm values of
70.7 and 63.1 deg dm−1 [g/mL]−1 in CHL and DBE).

Figure 5 illustrates results obtained for compound 4,
which is the only chiral system having a negative optical
rotation in the current dataset. Studies performed in ben-
zene are not included, as they seem to exhibit behavior
inconsistent with those of other solvents and molecules.
Linear correlation plots obtained for the CCSD‐MVG
gas‐phase and solution‐phase predictions have nearly
identical slopes, which probably is fortuitous given the
spread of the experimental results in solution, while other
methods yield gas‐phase slopes greater than their solu-
tion‐phase counterparts. The three latter methods also
predict acetonitrile rotatory powers to fall essentially
along the linear fit of the gas phase. In addition, while
the observed range of solvated chiroptical response is
appreciable (measured 355 nm values of −45.4 and
−64.4 deg dm−1 [g/mL]−1 in ACN and CYH), there is
very little difference between any pair of solvents in the
calculations (the largest being found for CCSD‐MVG
which yields 355 nm predictions of −38.7 and
−42.7 deg dm−1 [g/mL]−1 in MOH and CYH). Neverthe-
less, quantum‐chemical analyses reproduce the qualita-

tive trends seen in the experiments, where α½ �Tλ is largest
for cyclohexane, followed by dibutyl ether and then



FIGURE 5 Gas and solution phase plots of α½ �Tλ (deg dm−1 [g/mL]−1)

for (S)‐2‐chloropropionitrile (4). The solvent acronyms are listed in

Table 1

FIGURE 6 The Δ α½ �Tλ plots (deg dm−1 [g/mL]−1) for (R)‐α‐pinene
(1). The solvent acronyms are listed in Table 1

FIGURE 7 The Δ α½ �Tλ (deg dm−1 [g/mL]−1) plots for (S)‐3‐carene

(2). The solvent acronyms are listed in Table 1
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methanol, although acetonitrile does not fit this trend.
The magnitude of the solution‐phase specific rotation
increases with increasing ε∞ in the calculations, and with
decreasing ε0 in the experiments, but the two sequences
are different, as depicted in Table 1.

We now move to a discussion of solvent shifts, Δ α½ �Tλ ,
the first of which is presented in Figure 6 for molecule
1. In contrast to other methods, CCSD‐MVG successfully
reproduces the proper sign of this quantity for cyclohex-
ane, benzene, and dibutyl ether, but the magnitude is

underestimated by a nearly a factor of two. The Δ α½ �Tλ
values predicted by CCSD‐MVG for methanol also have
the same sign as the experimental values and are
reproduced nearly quantitatively as well. The signs of

Δ α½ �Tλ estimated by CCSD‐MVG for acetonitrile and chlo-
roform are incorrect, although experimental values are
difficult to reproduce as their magnitude is smaller than
the expected accuracy of the theoretical methods (experi-
mental [CCSD‐MVG] 355 nm values of −1.6 [12.0] and
0.6 [4.9] deg dm−1 [g/mL]−1 in ACN and CYH). The larg-
est shift both experimentally and theoretically is observed
for benzene. All other theoretical approaches predict
incorrect signs for the solvent shifts.

The solvent shifts for compound 2 are illustrated in
Figure 7. In addition to the overprediction of solvent
effects mentioned above, experiments and calculations
also disagree on the direction of the shifts, with the former
displaying a negative slope while the latter predict
solvation to increase the magnitude ofΔ α½ �Tλ . Additionally,
CCSD‐LG and both DFT methods yield very similar Δ α½ �Tλ
parameters, while CCSD‐MVG suggests much smaller
values.

Figure 8 highlights the Δ α½ �Tλ results obtained for com-
pound 3. The calculations reproduce the sign of the exper-
imental shift (except in the case of acetonitrile), but the



FIGURE 9 The Δ α½ �Tλ (deg dm−1 [g/mL]−1) plots for (S)‐2‐

chloropropionitrile (4). The solvent acronyms are listed in Table 1
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magnitude is severely underestimated. Despite an incor-
rect sign, both choices of gauge for CCSD correctly predict
a very small shift in acetonitrile (355 nm shift values of
−0.3, 1.8, and 0.2 deg dm−1 [g/mL]−1 by experiment,
CCSD‐MVG, and CCSD‐LG). The CC methods also dupli-
cate the smaller shift observed in chloroform than in
benzene while erroneously giving a greater shift in cyclo-
hexane than in chloroform. The converse is true for DFT,
where the acetonitrile results are large (355 nm shift
values of 5.1 and 3.9 deg dm−1 [g/mL]−1 by B3LYP and
CAM‐B3LYP), the benzene shift is smaller than that of

chloroform, and Δ α½ �Tλ in chloroform is larger than in
cyclohexane (as found in the experiments).

Figure 9 depicts the Δ α½ �Tλ results for compound 4.
Although the shift magnitudes are underestimated by cal-
culations, particularly by CCSD‐LG, the correct sign is
obtained. Despite the nonlinear trend noted for acetoni-
trile, which arises from the small experimental change of

Δ α½ �Tλ with wavelength relative to calculated values, calcu-
lations for all solvents produce similar shifts. This anomaly
may stem from the similar structures of acetonitrile and 4,
which could lead to subtle interactions that differ from
those operating in other (bulkier) solvents. Such effects
are not reproduced by PCM since the atomistic nature of
the solvent is neglected. To a lesser extent, this also is true
for methanol, which exhibits comparable behavior. The

trend reported for the α½ �Tλ plots of 4 in Figure 5, where
the magnitude of the specific rotation in solution increases
with increasing ε∞ in calculations and with decreasing ε0
in experiments, is present in the Δ α½ �Tλ shifts as well.
FIGURE 8 The Δ α½ �Tλ (deg dm−1 [g/mL]−1) plots for (R)‐cis‐

pinane (3). The solvent acronyms are listed in Table 1
The trends across molecules can be compared directly
by examining the R2 (correlation coefficient) metrics and
attendant slopes extracted from linear regressions in
Figures 2–9 (where intercepts were constrained to zero).
These results have been compiled in Figures 10
(gas phase) and 11 (solution phase), with the correspond-
ing ZPVCs, as discussed in section 2.1, also being
included. Excellent agreement is achieved between exper-
iment and theory in the gas phase. The R2 values indicate
a strong linear correlation to exist between the calculated
and experimental rotatory powers, while the accompany-
ing near‐unity slopes imply the former to reproduce the
latter uniformly. The CCSD‐MVG method performs
exceptionally well for compounds 1, 2, and 4 but underes-
timates experiments for 3. The CAM‐B3LYP slopes are
close to unity for 1, 2, and 3, suggesting good predictions
of polarimetric results, while the slope for molecule 4 is
significantly larger than that for 1. As shown in
Figure 10, vibrational corrections tend to improve calcula-
tions by enhancing the quality of correlation attained with
measurements. However, because the addition of ZPVCs
consistently increases the slope for these systems, analy-
ses that underestimate this quantity are improved while
those that do not are made worse. Consequently, the con-
sistently underpredicted CCSD‐LG slopes are enhanced
towards unity while their overpredicted CAM‐B3LYP
counterparts always deteriorate upon addition of ZPVCs.
The performance of B3LYP and CCSD‐MVG with ZPVCs
depends on how well experimental values are duplicated
initially, although such corrections do tend to improve
the overall agreement with experiment.



FIGURE 10 The R2 coefficients and slopes for linear fits of the gas‐phase specific rotation. The black bars indicate how the values change

when zero‐point vibrational corrections (ZPVCs) are included
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The R2 metrics for solution‐phase specific rotations in
Figure 11 suggest that the linear correlation between
experiment and theory remains reasonable, although not
as good as in the gas phase. Indeed, the accompanying
slopes imply that solvated results depend strongly on the
solute being considered. Coupled‐cluster singles and dou-
bles methods consistently underestimate experimental
findings, except for 2, which (as mentioned previously)
would appear to be an especially difficult case. For com-
pound 1, slopes from either choice of gauge for CCSD
are just under unity, while those for 3 and 4 are much
smaller than unity. Density functional theory methods

have similar difficulties predicting α½ �Tλ for 2, but also tend
to overestimate or underestimate rotatory powers for the
FIGURE 11 The R2 coefficients and slopes for the linear fits of the sol

change when zero‐point vibrational corrections (ZPVCs) are included
remaining three molecules without a clear pattern. Zero‐
point vibrational corrections improve the quality of corre-
lation attained for 1 and 2, while worsening it for the
other two species of interest. Such corrections tend to
increase the slope of the linear fit obtained for all methods
and molecules, thus (as found in the gas‐phase) enhanc-
ing the performance of methods that underpredict exper-
iments while diminishing that of their over‐predicting
counterparts.

Figure 12 contains the R2 (correlation‐coefficient)
metrics and slopes extracted from consideration of solvent
shifts, both of which suggest the correlation between
experiment and theory to be exceptionally weak. The R2

parameters for plots of 2 are much better than those of
ution‐phase specific rotation. The black bars indicate how the values



FIGURE 12 The R2 coefficients and slopes for the linear fits of the solvent shifts. The black bars indicate how the values change when zero‐

point vibrational corrections (ZPVCs) are included. The R2 values for (R)‐α‐pinene are negative (not reported), which is indicative of very weak

correlation between data points
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the other solutes, yet calculations predict corresponding
shifts in the wrong direction. The addition of ZPVCs
strengthens the correlations for 2 and 3, but weakens
them for 1 and 4. Slopes are underestimated for every
molecule, although only those for 3 and 4 have the correct
sign, as does that for 1 evaluated by CCSD‐MVG. All
slopes for the shifts of 2 have the wrong sign, as do those
of 1 for almost all methods. The addition of ZPVCs
increases the slope for 3 and 4, but the solvent shift
remains underpredicted. For 1 and 2, where calculations
predict the incorrect direction of the shift, ZPVCs further
increase the slope magnitude towards more negative
values. This indicates that such vibrational corrections
do not produce a general improvement of calculated
results for the present set of target molecules.
5 | CONCLUSIONS

A detailed study has been performed to elucidate the
influence of solvation effects on the dispersive optical
activity of four small organic molecules: (R)‐α‐pinene
(1), (S)‐3‐carene (2), (R)‐cis‐pinane (3), and (S)‐2‐
chloropropionitrile (4). In particular, this test set was
exploited to systematically examine the quality of agree-
ment attained between experimental measurements of

specific rotation, α½ �Tλ ; and calculations performed with
PCM and three levels of theory: B3LYP, CAM‐B3LYP,
and CCSD, where the latter used two choices of gauge
for the magnetic perturbation. In the gas phase, theory
and experiment display excellent correlations, in keeping
with previous reports.49 Indeed, despite specific cases of
overestimated or underestimated predictions, the rela-
tionship between theoretical and experimental rotatory
powers (viz., the experiment‐theory correlation) in the
gas phase is strongly linear for all methods (the only
exception being B3LYP results obtained for molecule 1).
Most importantly, all quantum‐chemical analyses cor-
rectly reproduce the sign of the observed chiroptical
response. The addition of ZPVCs tends to improve
calculated gas‐phase results (cf. Figure 10), favoring
coupled‐cluster methods (which underestimate experi-
mental findings) at the expense of their density‐functional
counterparts (which overestimate experimental findings).

Experiments clearly show that solvation can have a
large effect on dispersive optical activity, with each
solute‐solvent pair behaving differently. PCM does predict

an overall effect on α½ �Tλ , but its magnitude is significantly
underestimated. This trend is apparent in Figures 4 and 5,
where there is a large disparity among rotatory powers
measured in solution, while the corresponding spread
for calculations is minimal. Coupled‐cluster singles and
doubles with both choices of gauge underestimates the
specific rotation in solution for three of the four target
molecules, while overestimating the effect for 2. On the
other hand, the various functionals considered by the
present work provide a somewhat mixed behavior
(cf. Figures 10 and 11). For all methods, the linear‐fit cor-
relation found in the gas phase seems to deteriorate in the
presence of a solvent medium. The addition of ZPVCs has
a similar effect to that in the gas phase, causing the
underestimated predictions for 3 and 4 to be improved
while the kindred overestimated results for 1 and 2 are
made worse.
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Solvation shifts (cf. Equation 7) are found to be very
difficult to reproduce, particularly for those cases where

the magnitude of α½ �Tλ decreases in solution. Such behavior
is observed for compounds 1 and 2, and PCM is unable
to reproduce these effects except in the case of 1 with
CCSD‐MVG. Other solution‐phase calculations always
give larger rotatory powers than those predicted for the
gas phase, independent of the initial sign or direction of
the experimental solvent shift. For molecules 3 and 4,
ZPVCs produce a minute increase towards experimental
values of the solvent shift, whereas for 1 and 2 the
solvent shifts tend to worsen upon incorporation of such
vibrational corrections.

The emerging results suggest that it may be better to
compute the value of the specific rotation in solution
directly rather than attempt to obtain solvation shifts with
PCM, as onemay apply empirical corrections to account for
any systematic offsets. However, the attendant error seems
moremolecule dependent than in the gas phase, as demon-
strated succinctly in the case of (S)‐3‐carene (2). The short-
comings in PCMmay reflect the fact that the currentmodel
is purely electrostatic in nature, and the missing effects of
dispersion and repulsion may play an important role for
chiroptical properties.61 Additionally, the process of “chiral
imprinting”, as embodied in the chiral ordering induced in
the achiral solvent molecules that constitute the first solva-
tion shell, has been shown to afford significant contribu-

tions to α½ �Tλ in certain cases, and such phenomena cannot
be reproduced by PCM.23 Thus, dispersive optical‐activity
calculations in solution based upon the standard PCM
methodology do not seem to offer the same predictive
power as kindred calculations performed in the isolated‐
molecule limit of the vapor phase, and more sophisticated
treatments of solvation appear to be necessary.
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